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Basics of the primal simplex method

Basics of the primal simplex method

In an algebraic method, working with equal equations is far simpler than
inequalities. Hence, the first step of the simplex method (omit the primal for
the rest of manuscript) is to convert functional constraints from an unequal
form to equal one. The constraints of negativity can be left unequal because
they do not enter directly into the solution process. The conversion of an
inequality to equality is done by introducing slack variables. Next, we solve the
following model using Simplex method in the form of an example. The model is
as follows:

(P1) Max Z =3x,+5x,
(2) 2 12 SIMPLEX ALGORITH
Xy S dean B *j
(3) 3x,+2x,<18 2 |

X, 20,Xx,20. www.optimizationcity.com



Basics of the primal simplex method

(P1-1) Max Z =3x,+5X,
st.
D) x, +X;
(2) 2X,,
(3) 3x,+2x, +X{ =18

X1 X5, X5, X4, Xg 20

o0

Slack variables
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Basics of the primal simplex method

Model (P1-1) is exactly the same as model (P1), but this new format is
much simpler for algebraic operations. In model (P1-1) the number of variables
is equal to 5 and the number of constraints is equal to 3, in which we are faced
with a set of constriant with two degrees of freedom(number of variables-
number of constriants). In this case, you can set the desired value for two
additional variables in each step and solve the system equation of three
constraint having three variables. In the simplex method, these two additional
variables are set equal to zero. Variables that are considered zero are called
Non-basic variables and others are called Basic variables. The solution that all
non-basic variables are equal to zero is called the Basic solution and the basic

solution in which the basic variables are non-negative is called the Basic
feasible solution.
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Basics of the primal simplex method

(P1-2) Max Z

SI.
(0)Z —3x,—5x, =0
(1) X, +X, —4
(2) 2x, +x, =12
(3)  3x,+2x, +x. =18

XX, X, x,.x, =0
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The primal simplex method

The primal simplex method

In this section, we will present the formal form of simplex method. In
short, at each step the simplex method seeks to find the basic feasible solution
provided that this solution is not worse than the previous solution to finally
find an optimal basic feasible solution. To convert from one basic feasible
solution to another , it is sufficient to convert one basic variable to a non-
basic variable (leaving variable) and a non-basic variable to a basic variable
(entering variable). With these changes, the current basic feasible solution
moves to the adjacent basic feasible solution. If a basic feasible solution is
better than all the adjacent basic solution, that solution is the optimal solution
and the algorithm ends at this point. The following figure summarizes the steps
of the simplex method in general.
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The primal simplex method

Initial step

Find the feasible basic solution

1

Iterative step

Move to adjacent feasible basic solution

l

Stopping step

If there is no better adjacent solution, stop it, otherwise go to iterative step.

www.optimizationcity.com 8



The primal simplex method

Intial step:

Call the slack variables (x,,x,.x;) as the basic variables and set the (x,.x,)

variables as non-basic variables equal to zero. For simplicity of calculation, the
coefficients of the variables and the value on the right hand side are written in
the table named the simplex tableau. The example simplex tableau (P1-2) is as

follows.

Basic variable Row z X, X, X X, Xs Right Hand Side
Z 0 1 -3 -5 0 0 0 0
X3 1 0 1 0 1 0 0 4
X, 2 0 0 2 0 1 0 12
Xs 3 0 3 2 0 0 1 18
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The primal simplex method

Stoping step:

If and only if all coefficients of row zero are non-negative (>0), then the
current basic feasible solution is the optimal, and then stop. Otherwise, repeat
the interative step to find the adjacent basic feasible solution.
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The primal simplex method

Iterative step:

Substep 1: Select the variable that has the largest negative coefficient for
non-basic variable in row zero as the entering variable. Increasing the value of
this non-basic variable leads to the fastest growth rate of the objective
function. Draw a rectangle around the column below entering variable and call
pivot column. In this example, the largest negative coefficient (-5) is for the
variable (x,) and therefore it is selected as the entering variable.

Substep 2: The leaving basic variable is determined as follows.
A) Consider the positive coefficients of the pivote column
B) Divide the right hand side into positive coefficients

C) Select the row for which the ratio obtained in part (B) is the
smallest.

D) The basic variable of this row is the leaving basic variable.

Substep 3: Draw a rectangle around this row and call pivot row. The value
in both rectangles (pivote column and pivote row) is called the pivot number.

The results of the above operations are given in the table below.
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The primal simplex method

Input variable

v

Basic variable Row Z X, X, X, X, Xs RHS Im
(0) (1) (2) (3) 4 (5) (6) (7) (8)
z 0 1 -3 5 0 0 0 0
X3 1 0 1 0 1 0 0 4 Min 6=12/2
Output variable | X, 2 0 0 2 0 1 0 12 9=18/2
Xs 3 A 0 3 2 0 0 1 18

Pivat number

Pivot row

Pivot column

In the above table, the variable x, is the entering variable and the

variable x, is the leaving variable.
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The primal simplex method

Substep 4: Get the new basic solution with the help of a new simplex
tableau. The steps to obtain a new tableau are as follows.

A) In column (0), delete the leaving variable, x,, and replace it with the
entering variable, x .

B) To convert the coefficient of entering variable to one, divide the pivote
row by the pivote number.

C) In order to remove the e basic variable from the other row, each row
(even row zero) except the pivote row should be changed as follows.

C1. Multiply the pivote row by a nonzero constant which lead to
become zero the coefficient of pivote column except from pivote number

C2. Add a multiple of pivote row to another row.

After creating a new simplex tableau, we go to the stopping step. If the
stopping condition is met, the algorithm will stop; otherwise we will go to
iterative step. We will continue this process until the stopping condition is met.
The complete table of samples for (P2-1) is as follows.



The primal simplex method

Basic variable Row 4 X, X, X3 Xa Xs Right Hand Side | Ratio test
z 0 1 -3 I -5 0 0 0 0
X, 1 0 1 0 1 0 0 4
| ——
X, 2 0 0 2 0 1 0 12 Min 6=12/2
Xs 3 0 3 2 0 0 1 18 9=18/2
z 0 1 ?‘0_ 0 2.5 0 30
X, 1 0 1 0 1 0 0 4 4=411
X5 2 0 0 1 0 0.5 0 6
Xs 3 0 3 0 0 -1 1 6 Min 2=6/3
z 0 1 0 0 0 1.5 1 36
X, 1 0 0 0 1 | 0.333 |-0.333 2
X5 2 0 0 1 0 0.5 0 6
X, 3 0 1 0 0 -0.333 | 0.333 2
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The primal simplex method

‘ lteration 3 ‘

‘ Iteration 2 ‘

Iteration 1 1 2 3 4 5 6
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The primal simplex method

Shadow price

The simplex method produces other valuable information in addition to
the optimal solution. The shadow value of the source i (denoted by y)

measures the marginal value of source i, which indicates the rate of increase of
Z due to a slight increase in the right hand side of source i (5, ). Note that the

rate of increase must be small enough that the current set of variables remains
optimal because as soon as the set of basic variables changes, the shadow
price also changes. The coefficient of i-th slack variable, which is related to i-th
constraint, in row zero of final simplex tabluea determines the shadow price of
i-th constraint.
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Special cases in simplex method

Special cases in simplex method

Picking the entering variable

Suppose two or more non-basic variables have the largest negative
coefficient. Here, pick the one with the largerst index. For example, consider
(P1) model with different objective function, Z=3x;+3x,. Both x, and x, had a

coefficient of 3, and 3; we pick x, .
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Special cases in simplex method

Degeneracy

A linear model is degenerate if in a basic feasible solution, one of the
basic variables takes on a zero value. Degeneracyis a problem in practice,
because it makes cycling in the basic solution and then makes the simplex
algorithm slower.

Bland’s rule
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Special cases in simplex method

Unbounded Z

Consider a situation where none of the basic variables have leaving
conditions, and the value of the basic entering variables can increase infinitely
without any of the other basic variables being negative. This condition occurs
when coefficients of the pivote column in the simplex table are all negative or
zero (non-positive). Consider the following model to clarify the issue.

Max Z =3x,+5x,
SI.

1) x, <4

(2) -x, <12

(3) 3x,—2x,<I8

x,=20.x,=0.
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Special cases in simplex method

Unbounded
feasible region




Special cases in simplex method

Basic variable Row z X, X, X3 X, X Right Hand Side
Z 0 1 -3 -5 0 0 0 0
X; 1 0 1 0 1 0 0 4
X,y 2 0 0 2 0 1 0 12
X 3 0 3 -2 0 0 1 18
x,=12+2x,
www.optimizationcity.com 21




Special cases in simplex method

Multiple optimal solutions

Whenever a problem has more than one optimal basic feasible solution,
at least one of the nonbasic variables has a coefficient of zero in the final row
zero, so increasing any such variable will not change the value of Z.

Max Z =3x,+2x,
s1.

(1) x, <4

(2) 2x, =12

(3) 3x,+2x,=18

x,=20.x,=0.
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Special cases in simplex method

A
7
4 ¢ L =3x, +2x,
31
> [
1 %

L L L >
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Special cases in simplex method

Basic variable Row z X; X, X5 X, X Right Hand Side
z 0 1 3 -2 0 0 0 0 Non optimal
-+ X5 1 0 1 0 1 0 0 4 Min 4=4/1
Xq 2 0 0 2 0 1 0 12
Xs 3 0 3 2 0 0 1 18 6=18/3
z 0 1 0 2 3 0 0 12 | Nan aptimal
X, 1 0 1 0 1 0 0 4 |
X, 2 0 0 2 0 1 0 12 6=12/2
-— X 3 0 0 2 -3 0 1 o | Min 3=6/2
z 0 1 0 o |[[o ]l o 1 18 Optimal
X, 1 0 1 0 1 0 0 4 4=4/1
-« X, 2 0 0 0 3 1 1 6 | Min 2=6/3
X5 3 0 0 1 ‘1.5 0 0.5 3
z 0 1 0 0 0 0 1 18 " Optimal
X, 1 0 1 0 0 |-0.333( 0.333 2
X; 2 0 0 0 1 | 0333 -0333 2
Xy 3 0 0 1 0 0.5 0 6
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Special cases in simplex method

Equality constriants

Any equality constraint

a.,.x,+a,x,+.+a x_ :E;-i

actually is equivalent to a pair of inequality constraints:

a.,x,+a,x,+..+a x =>b.

m " n

a. X, +a,x,+..+a,x, <b

m - n —
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Special cases in simplex method

Max Z
(0)Z —3x,—5x,
ey Xy TX,
(2) 2x, + X
(3) 3x,+2x,

X1-X5.X5.Xx, 20

N

6

5+ Feasible region
=0
—4 4
=12 3
=18

2 4

1 4

1 —>
| 2 S 6
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Special cases in simplex method

o0

1. Apply the artificial variable by introducing a nonnegative artificial

variable (call it x. ) into constraint (3), then we have:
3x,+2x,+X. =18

And then the model would be:

Max Z
SI.
(0)Z —3x,—5x, =0
(1) X, +x, =4
(2) 2x, +x, =12
(3) 3x,+2x, +x, =18

X,.X,.X5.X,,X, 20

www.optimizationcity.com
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Special cases in simplex method

fad

-2

1 2 3 4 5 6
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Special cases in simplex method

2. Assign the penalty to having x. =0 by changing the objective function
Z —3x,—-5x,+Mx,=0, where M symbolically represents a huge positive

number. (This method of forcing x; =0in the optimal solution is called the Big
M method.)

Converting Equation (0) to Proper Form.

Xs
Row 0 -3 -5 0 0 M 0 @
Row 3 3 2 0 0 1 18
Row0| (-3Mm-3) (-2M-5) 0 0 0 “18M ®+( M)
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Special cases in simplex method

Basic variable Row z X; X3 X4 )T[, Right Hand Side
z 0 1 -2M-5 0 0 0 -18M MNon optima
= X3 1 0 0 1 0 0 4 Min 4=4/1
X,y 2 0 2 0 1 0 12
X, 3 0 3 0 0 1 18 6=18/3
z 0 1 0 -2M-5 | 3M+3 0 0 -6M+12 Non optima
X, 1 0 1 0 1 0 0 4
X4 2 0 0 2 0 1 0 12 6=12/2
4 X, 3 0 0 2 -3 0 1 6 Min 3=6/2
Zz 4] 1 0 0 -4.5 0 M+2.5 27 Mon optima
X, 1 0 1 0 1 0 0 4 4=4/1
4 X4 2 0 0 0 3 1 -1 6 Min 2=6/3
X3 3 0 0 1 -1.5 0 0.5 3
—_—
Zz 0 1 0 0 0 1.5 M+1 36 Optimal
X 1 0 1 0 0 -0.333 | 0.333 2
X5 2 0 0 0 1 0.333 | -0.333 2
X 3 0 0 1 0 0.5 0 6

In the above table, the optimal solution is (2,6,2,0,0).




Two-phase method @

Two-phase method

the big M method |:> computational error.

phase 1 seeks to minimize the sum of artificial variables.

phase 2 uses the initial basic solution to proceed the simplex method.

www.optimizationcity.com 31



Two-phase method

Example: Using the two-phase method, work through the simplex method
step by step to solve the problem.

Max Z =4x, +2x,+3x,+5x
s,
(1) 2x,+3x,+4x,+2x,=300
(2) 8x,+x, +x, +5x, =300
x, 20 i=1..4
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Two-phase method

Solution:

Write the model in the standard form:

Max Z =4x +2x,+3x,+5x,
st.
(1) 2x,+3x,+4x,+2x, +x, =300
(2) 8,+x, +x; +5x, +x, =300
x. 20 i=1..,6.

Min w =x.+x
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Two-phase method @

MinW = X
s1I.
(1) 2x,+3x,+4x,+2x, +x, =300
(2) 8x,+x, +x, +5x, +x,=300
x, 20 i=1,..,6.

+ X
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Two-phase method

Basic variable Row FA W X X; X5 X X5 X5 RHS
w ] -1 0 0 0 0 1 1 0
z 0 1 0 4 2 3 5 0 0 0
X5 1 o 0 2 3 4 2 1 0 300
Xs 2 0 0 8 1 1 5 0 1 300
—

W 0 -1 -10 -4 -5 -7 0 0 -600 Non optimal = Start phase 1
Z 0 1 0 -4 2 -3 5 0 0 0
Xs 1 0 0 2 3 4 2 1 4] 300 300/2=150

g X 2 0 0 ] 1 1 5 0 1 300 Min 300/8=75
W 0 -1 0 -2.75 ? -0.75 0 1.25 -225 Mon eptimal — Continue phase 1 ‘
Z 0 1 0 0 -1.5 -2.5 2.5 0 0.5 150

X5 1 0 0 1 275 | 3.75 | 075 1 -0.25 225 Min 60=225/3.75 ‘
X1 2 0 0 0 0.125 | 0.125 | 0.625 0 0.125 375 3000=375/0.125
w 0 -1 0 0 0 0 1 1 0 Optimal - End phase 1
z 0 1 0 0 |0.333| © -2 10.666|0.333 300
X 1 0 0 0 |0.733 1 0.2 |0.266 |-0.067 60
X1 2 0 0 1 |0.033| O 0.6 |-0.033/0.133 30
z 0 1 0 0 |0.333| 0 -2 300 Non optimal - Start phase 2
X3 1 0 0 0 |[0.733 1 0.2 60 300=60/0.2

o X 2 0 0 1 |0.033| O 0.6 30 Min 50=30/0.6
z 0 1 0 3.33 | 0.44 0 0 400 Optimal — End phase 2
X 1 0 0 |-0.333]|0.722 1 0 50
X4 2 0 0 |1.666|1.666| O 1 50

The optimal solution of original model is (0,0,50,50) and Z~ =400. 35



Revised simplex method

Revised simplex method

Another practical method for solving linear programming problems is the
revised simplex method. Although the simplex method is suitable for
performing manual calculations, it does not have the necessary efficiency to
solve large problems by computer. The reason can be found in the storage of
information that may never be used in simplex iterations. For example, some
variables never meet the necessary conditions to be selected as input
variables, as a result, all calculations related to the coefficients of these
variables in the objective function and constraints will remain unused. In fact,
the column corresponding to that variable is calculated, but it is not actually
used.
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Revised simplex method

Matrix representation of the linear programming

In general, the standard linear programming problem is represented as
follows:

Max 7 =cx
Ax <b
x>0
Where
— [ T —
x i -xlaxZ:...:,xn] C _[CI:CZ}...:CH]
a]] alE 1n
a a .. a _ _ _
| Yn 22 2n .
A= b =[bb,.ub, |
_aml amZ amn_
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Revised simplex method

Example:

Max Z =4x,+3x,+6x,
3x,+ x,+3x,<30
2x, +2x,+3x, <40

X,,X,,x,2>0

In the above model:

x::xl,xz,xg:T c:[4,3,6]
3 1 3] _
A:_z ) 3 b =[30,40]
e
— Max Z =|4.3.6]| x,
REN
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Revised simplex method

Max 7 =
Max 7Z =cx @ -
Ax +Is =b — [A,I][x}—b_
S
x.,s=>0
x,s >0
where
1 0 0 0]
0O 1 0 0
I=10 0 1 0
00 0 - 1]

where | is called the m-by-m unit matrix and

. T
s —[31,52 ..... Sm]
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Revised simplex method

X
x2
Max Z =[4,3.6,0,0]| x,
Sl
|52 ]
.
xz
31310 30
X, |=
2 230 1 40
[ ¥ ] 'Sl
[4.1]
Sy ]
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Revised simplex method

Example: Solve the following model using the revised simplex method.
Max Z =4x,+3x, +6x,

3x,+ x,+3x,<30

2x,+2x,+3x,<40

X,X,,x;20
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Revised simplex method

Solution:
Basic variable Row z X, X, X3 Sq S, RHS
Z 0 1 -4 3 6 0 0 0
5, 1 0 3 1 3 1 0 30
S5 2 0 2 2 3 0 1 40

2
=
&
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Revised simplex method

Basic variable Row Z g X, X5 S, S, RHS
Z 0 1 2 -1 0 2 0 60
X 1 0 1 : 1 : 0 10
Sy 2 0 -1 1 0 -1 1 10
B /!
R _ Max Z =4x+3x,+06x
X g —[JC3_,S ] X —[XI;JCE:SI] 1 2 3

31 ] 3x, + 372+73£30
} 2xl+2xj+3<_i40

X,.X5.x,20

www.optimizationcity.com 43



Revised simplex method

The final simplex table is as follows.

Basic variable Row Z X, X, X4 S S, RHS
Z 0 1 1 0 0 1 1 70
1 0 1 0 1 2 R 2
%3 3 3 3 3
X, 2 0 -1 1 0 -1 1 10
Where B

www.optimizationcity.com
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Revised simplex method @

[A,I]h}—b —> [B;N]{;‘%}—EJ_%BIB +Nx, =h

N

4

_ B™'Bx, +B'Nx =
=% <&@ - )
X, =B b -B " Nx,
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Revised simplex method

The objective function will be as follows by separating the variables into
basic and non-basic variables:

L =cpxg teyxy

Z =c, (B b —B'Nx,, )+chN

Z =c;B7'D —c,B'Nx +c,x,

Z =cyB7b —(c;BN —¢ )x,

Since xy represent non-basic variables and have zero value, we have as a
result:

Z =c,B7h
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Revised simplex method

The coefficient of the non-basic variables in the objective function, that is,
the coefficient xy, which is denoted by the symbol z-¢, will be as follows
according to the above relationships:

_ -1
Z,—c,=czB"N —c,

Coefficients of non-essential variables (xy) in the constraints, according to
the following equation

x, =B —B'Nx,,
Equal to

BN
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Revised simplex method

where each column of N shows the variable coefficients x; in the
constraints. In this way, the following relationship is used to calculate the
pivote column numbers:

_ p-l=
a, — B a,
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Revised simplex method

Example:
Max Z =4x,+3x,+06x,
3x,+ x,+3x,<30

2x,+2x,+3x, <40

X,,X,,x;20
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Revised simplex method

X3 X Xy

—_ 23 —_
CB i 6 J _-,Chr - 4
Xy =|x.5..5,].05
e P Y
Z,—c,=czB"N —c

|

www.optimizationcity.com
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Revised simplex method

0
-1 1

The calculation of the x; variable column is done as follows:

_ p-l=—
al—B a,

2 1l
(}1: 3 3 |:‘2:|
-1 1

—_ ) |
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Revised simplex method

Revised simplex algorithm

Step 1: Determine the input variable. At each iteration, find the non-
prime coefficients in the objective function using the ¢,B7'N —c, . If these

values are all non-negative, you have reached the optimal solution. Calculate
the optimal solution using the following relations.

x, =B
Z =c,B7'p

Otherwise, select the variable with the most negative calculated
coefficient. This variable is the input variable.
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Revised simplex method

Step 2: Determine the output variable. Selecting the output variable
requires having the coefficients of the input variable in the constraints and
numbers on the right hand side. If the variable x; is the input variable, its
coefficients in the constraints are obtained from the following relationship.

_ p-l=
a, — B a

The value of the current basic variables which is equal to numbers on the
right hand side is:

X g ~Bh

The basic output variable is obtained as follows.

Min {“B}
J QJ.
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Revised simplex method @

Step 3: Calculate the new B™ and determine the new basic variable and
go to step 1.
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Revised simplex method

Example: Consider the following model. Obtain the optimal solution using
the revised simplex algorithm.
Max Z =4x | +3x,+6x,
3x,+ x,+3x,; <30
2x,+2x,+3x, <40

X{,X,,x;20
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Revised simplex method

Solution:

Max Z =4x,+3x, +6x,
3x,+ x,+3x;+s, =30
2x, +2x, +3x, +5, =40

X . X,.X5,5,,5, 20
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Revised simplex method

Iteration 1

Step 1. Determine the input variable. The basic variable of iteration 1, s;
and s, and their coefficient in the objective function is zero (cz=(0,0)). The
coefficients of non-basic variables (xy=(x1,X5,X3)") are calculated as follows:

5] 55 1 0O oY 73 X] X3 X3 X X, Xs
z,—¢,=c,B7N —c, _{0;0}{ } 313 {4,3,6}[—4,—3,—6}
0 1jl2 2 3

Because the coefficient of x5 is equal to -6 and the most negative number,
this is the input variable shown in the table below.

Basic variable Row Z X, X X3 Sy s RHS

Z 0 1

N7

—6 = min {—4, —3,—6}



Revised simplex method

Step 2. Determine the output variable. The x; coefficients in the
constraints are calculated as follows:

_ [1 07307 [30
a3 :B a‘3: —
0 11|40 40
—> Min {E,ﬂ}zl{}
3 3
Because the smallest number of the result corresponds to the basic

variable s;, this variable is selected as the output variable. The calculations of
steps 1 and 2 are summarized as follows:

Basic variable Row Z Xy X, X3 Sy S5 RHS
Z 0 1 -4 -3 -6 0 0 0
S 1 3 30
Sy 2 3 40
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Revised simplex method
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Revised simplex method

Iteration 2

Step 1. Determine the input variable. The coefficients of non-basic
variables, xn=[X1,X,51], are calculated as follows.

l *1 X2 51
X3 &3 —_ 0 Xy X2 5 Xy X2 &
z —c =c,B N —c, _[6,0} 3 12 bl —[4,3,0}_[2,—“1,2}
1 1112 2 O

X, becomes the input variable.
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Revised simplex method

Step 2. Determine the output variable.

1L { 1} 1
d, = B d, 3 2 — %
-1 1 1
1 U_ 30 10
_ — 3
>2 -1 1
10 10 s, is the output variable.
—> Min TT - =10
N
Basic variable Row Z X, X, X3 S s> RHS
z 0 1 1
X3 1 0 : 10
S, 2 0 1 10




Revised simplex method

Step 3. Since x5 is the input variable and s, is the output variable, the basic
variables of the next iteration are:

-

T
X :[x35.x.2] .Cp :[6,3]

s L [2 L
b = —->B7 =3 3
32

-1 1
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Revised simplex method

Iteration 3

Step 1. Determine the input variable. The coefficients of non-basic
variables (xN=[x1,sl,sz]T) are calculated as follows:

2 |

BN[M} 3 3|3 10 pmHuq
1 1112 0 1
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Simplex method with bounded variable

Simplex method with bounded variable

In many linear programming problems, we encounter cases where the
decision variables have a specific upper or lower limit. In this case, the form of
the problem will be as follows:

Max 7 = icjxj

j=1
T
Yax, <b i=l..m
J=l
c < = =
X, <u;.x; =l j=L..n

u; and |; are fixed numbers that show the maximum increase (upper limit)
and the maximum decrease (lower limit) of variable x;, respectively.
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Thanks

How to find us

www.optimizationcity.com

optimizationcity(@gmail.com
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